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A B S T R A C T   

Background: Technology-enhanced teaching and learning, including Artificial Intelligence (AI) applications, has 
started to evolve in surgical education. Hence, the purpose of this scoping review is to explore the current and 
future roles of AI in surgical education. 
Methods: Nine bibliographic databases were searched from January 2010 to January 2021. Full-text articles were 
included if they focused on AI in surgical education. 
Results: Out of 14,008 unique sources of evidence, 93 were included. Out of 93, 84 were conducted in the 
simulation setting, and 89 targeted technical skills. Fifty-six studies focused on skills assessment/classification, 
and 36 used multiple AI techniques. Also, increasing sample size, having balanced data, and using AI to provide 
feedback were major future directions mentioned by authors. 
Conclusions: AI can help optimize the education of trainees and our results can help educators and researchers 
identify areas that need further investigation.   

1. Introduction 

Artificial intelligence (AI) is growing rapidly in healthcare. A Nature 
study found that between 2010 and 2020, publications regarding AI in 
the fields of healthcare had grown exponentially.1 A U.S. study evalu-
ated the perceptions of medical students regarding which specialties 
would be impacted the most by AI.2 Over 75% of the participants 
believed that AI would have a major impact on medicine during their 
lifetimes. The majority of students (over 65%) believed that radiology 
and surgery would be impacted by AI sooner and to a greater extent than 
other specialties. The researchers concluded that AI should be integrated 

into medical education curricula to dispel any misperceptions towards 
AI, as well as enable students to take advantage of the technology. 

Surgical training is a long process that comes with many challenges: 
trainees are faced with work-hour and operating room (OR) restrictions, 
cost pressures, and policies intended to reduce patient waiting times. 
Adding to these challenges, surgical training is transitioning from a 
traditional time-based framework to a competency-based model. For 
example, in Canada, the transition is underway and by 2022 all resi-
dency programs will have transitioned completely. Competency-based 
medical education (CBME) is an outcomes-based approach for the 
design, implementation, assessment and evaluation of a surgical 
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program, using a pre-defined framework of competencies. This 
approach is composed of iterative, formative and summative assess-
ments. In order to properly assess surgical trainees’ competencies, as-
sessments with established validity evidence for specific purposes and 
contexts within surgical education are needed. 

The introduction of AI in surgical training has the potential to ease 
the current transition of surgical training to a competency-based model.3 

Within surgical education, AI can be defined as: ‘An intelligent system/-
program that acts to fulfill or support the fulfillment of educational tasks 
traditionally performed exclusively by Surgical Educators, through making 
decisions in a manner similar to educators and providing customized adap-
tation, including performance assessment and feedback, to surgical 
trainees’.4 Hence, AI platforms can provide automated feedback and 
assessment, allowing trainees to practice on their own time and without 
the need for the physical presence of an expert. Although the use of AI 
technologies has been rapidly increasing in the medical field, it is still 
relatively new in the context of surgical education.1 As a result, the 
extent of information available regarding AI’s application in surgical 
education is not clear. Therefore, the purpose of this scoping review is to 
explore the current and future roles of AI in surgical education. 

2. Objectives 

2.1. Determine educational roles of AI 

To explore the educational roles of AI in surgical education, focusing 
on (a) purpose of utilization (development of educational content, 
augmentation of learning and knowledge development, and assessment 
of student performance), (b) types of AI applications, (c) skill domains 
targeted (e.g. knowledge, problem solving, communication etc.), and (d) 
educational platforms targeted (e.g. multiple-choice questions, video-
games, virtual simulations [including virtual patients], virtual or 
augmented reality simulators etc.). 

2.2. Determine educational theories utilized 

To identify, categorize, and evaluate the educational theories or 
frameworks used to guide the implementation of AI in surgical educa-
tion, taking into account the (a) frequency, (b) type, and (c) relevancy of 
the used theories/frameworks. 

2.3. Determine expectations for AI 

To determine students’ expectations for AI in regards to (a) contri-
bution to success, (b) AI-directed emotions, (c) perceived usefulness of 
existing and future AI-enhanced systems, and (d) future-oriented 
emotions. 

2.4. Determine training strategies for usage of AI technologies 

To determine how students and teachers are trained in order to use 
and learn with AI-enhanced educational materials, taking into account 
the (a) frequency, (b) type of training, and (c) sufficiency of training. 

2.5. Determine challenges and future roles of AI 

To explore challenges and anticipated future roles of AI in surgical 
education. 

3. Materials and methods 

A scoping review was conducted according to Arksey and O’Malley’s 
framework and is reported according to the Preferred Reporting Items 
for Systematic Reviews and Meta-Analyses Extension for Scoping Re-
views (PRISMA). A scoping review was selected as this methodology 
seeks to identify and map out existing evidence on a particular topic, and 

specifically, to examine how research is conducted on a certain topic, 
and to identify and analyze knowledge gaps. They also allow authors to 
determine the volume of literature and evidence that exists on a given 
topic, and give an overview of its focus. Scoping reviews are also useful 
when the topic consists of emerging evidence. AI and its use in surgical 
education are emerging fields, with new evidence and applications 
being published at a rapid rate. However, the topic is largely unmapped, 
and knowledge gaps remain significant. Thus, a scoping review was the 
best method to follow to achieve the broadly defined objective of this 
project: to determine what role(s) AI currently plays in surgical educa-
tion, as well as where it may evolve. 

3.1. Identifying relevant studies and study selection 

The literature search was conducted by a health sciences librarian 
(AQ) to identify all relevant literature examining the use of AI for sur-
gical education in undergraduate and postgraduate medical education. 
The search period covered from 2010 to January 17, 2021, and searches 
used Medical Subject Headings (MeSH) and keywords as appropriate. 
The Ovid Medline search strategy was developed in consultation with 
the research team, including an expert computer scientist/engineer (SR) 
who focuses on artificial intelligence, and a surgeon (DP) with expertise 
in surgical education. After the initial Medline strategy was finalized, it 
was adapted to the remaining databases: Ovid Embase, CINAHL, Psy-
chINFO, ERIC, Scopus, Web of Science, Compendex, and Inspec (see 
Appendix A for all search strategies). It is important to note that since 
some of the relevant articles might be published in conference pro-
ceedings and IEEE journals, our librarian performed the search to cap-
ture these papers as well. The results were compiled, and duplicates 
removed in EndNote X9.3 (EndNote, Clarivate Analytics). Additional 
full-text sources were identified through backward citation searching 
and added to the full-text review. 

3.2. Study selection 

3.2.1. Inclusion and exclusion criteria 
Studies were included if they (1) focused on medical students, sur-

gical interns, and surgical residents, (2) focused on surgery, (3) focused 
on surgical education, (4) used AI, (5) were empirical (including sur-
veys, interviews, etc.), and (6) were in English. We excluded studies 
that: (1) only included nurses, dentistry students, paramedics, physi-
cians/surgeons, patients, fellows, or totally unrelated populations, (2) 
only focused on medicine (outside of surgery), (3) only included medical 
education (unrelated to surgery), allied health professions education, 
undergraduate education (other than medicine), high school education, 
(4) did not include AI, (5) were reviews (scoping, systematic, etc.), 
conference abstracts, commentaries, editorials, magazine articles, one- 
off diagrams, posters, supplementary articles, dissertations, letters to 
the editors, and (6) were in another language than English. 

3.2.2. Screening and selection 
A total of 10 reviewers were involved in the title/abstract and full- 

text screening processes. Pilot screenings were performed for both the 
title/abstract and full text protocol to mitigate any conflicts. With each 
subsequent pilot screening, the protocol was updated. For the screen-
ings, the actual screening process did not begin until the results of the 
pilot screening had a 75% agreement. For the title/abstract screening, 6 
pairs were formed, and articles were divided amongst the pairs. The 
screening was conducted using Rayyan software, and each pair 
completed the screening with the ‘blind’ setting on. 

Once the title/abstract screening process was completed, the results 
were transferred onto an Excel spreadsheet. Any source that one or both 
members of the pair decided to include was included for full-text anal-
ysis. Reviewers were again divided into pairs, and each pair was 
assigned a specific number of full-text articles to review independently. 
Reasons for exclusion were classified as “Conference Abstract” (if the 

E. Bilgic et al.                                                                                                                                                                                                                                    



The American Journal of Surgery xxx (xxxx) xxx

3

article was published as a conference abstract), “Full-Text Availability” 
(if no full-text was available), “Language” (if the full-text article was not 
in English), “Article Type” (if the article was non-empirical), “Popula-
tion” (if the article did not focus on the population of interest) or 
“Constructs” (if the article did not focus on surgery, surgical education, 
or AI). 

3.3. Charting the data 

Using Microsoft Excel, a data extraction chart was developed by JH 
and EB, in collaboration with the aforementioned experts. Data charting 
included 3 reviewers (EB, AG, AY), and similar to the screening process, 
pilot chartings were performed prior to the official charting. These re-
viewers were chosen from the 10 reviewers involved in previous aspects 
of this review based on their experience in conducting reviews, and their 
performance in the title/abstract and full-text screenings, as they made 
the least number of mistakes. Additionally, their performances were 
reviewed during the pilot data charting, to ensure that they can accu-
rately extract data. Reviewers were assigned specific full-text papers. 
Two of the reviewers formed a pair and completed the charting inde-
pendently using the same articles, and the 3rd reviewer performed data 
charting independently for their unique set of articles. After the pair 
completed charting, they combined their results to form a single data 
charting sheet for their assigned papers. The 2 reviewers extracted data 
in pairs based on a previous determination during the pilot phase that 
their data complemented each other, so they could extract quality data 
when in a pair. 

3.4. Collating, summarizing, and reporting the results 

Data were synthesized in 3 steps: Analysis of the data (numerical and 
thematic analysis), reporting of findings, and discussion of results and 
implications.5 

3.4.1. Analysis of data 
Numerical analysis: The distribution of studies, explaining study 

characteristics and our review objectives 1–4 were highlighted (e.g. 
number of studies, study design, year of publication, study population, 
targeted skills and setting, and AI techniques). 

Thematic analysis: Texts relevant to challenges and future roles of AI 
(objective 5) in the discussion sections of the articles were extracted, and 
an inductive thematic analysis was conducted following Braun and 
Clarke’s framework. Coding was conducted by one research team 
member in an iterative fashion, and a codebook was developed with 
specific themes, sub-themes, and definitions. Frequency counts were 
tabulated using the codebook to describe the current challenges and 
future roles of AI that authors of reviewed articles mentioned in their 
discussion sections. 

3.4.2. Reporting the findings 
All results are reported in multiple tables, for both the numerical and 

thematic analysis. 

3.5. Quality assessment 

The methodological quality of the included studies was assessed by 2 
raters (EB, AG) using the Medical Education Research Study Quality 
instrument (MERSQI).6 Two pilot quality assessments were completed 
by the 2 raters to ensure rater consistency (reached an inter-rater 
agreement of 0.9) prior to the assessment of all studies. After the pilot, 
each rater was assigned a unique set of studies for assessment. Data is 
provided as mean (standard deviation). 

4. Results 

Our scoping review yielded 14,008 unique sources of evidence. 

Among them, 13,771 were excluded during the title/abstract screening, 
while 18 hand-searched full-text sources were added, resulting in 262 
records for full-text review. After full-text analysis, 93 were included for 
data charting and synthesis (Fig. 1).7–99 

4.1. Paper characteristics 

Of the 93 papers, 74 were published after 2014, and 44 were pub-
lished in computer science/engineering journals and 41 in medical/ 
surgical journals. Forty-nine papers mentioned that the study received 
funding, 24 from government, 18 from private, and 7 from both. 
Regarding the country of the 1st author, the majority were from the USA 
(39), followed by Australia (8), Canada (7), and France (7). More in-
formation can be found in Table 1. 

4.2. Study design 

Sixty (65%) studies were cross-sectional, 75 used primary data 
whereas 15 used secondary data, 86 were single-group studies where all 
participants completed the same tasks, and 76 focused on assessment 
without any training intervention. Additionally, 9 studies were multi-
centre, and the rest were single-centre or not specified. Finally, 80 
studies used private datasets, 10 used public datasets, and 3 used both. 
More information can be found in Table 2. 

4.3. Objective on educational roles of AI 

4.3.1. Setting, targeted skills, and participants 
Among the 93 studies, 84 were conducted in a simulation setting and 

5 in an operating room (details in Table 3). Of the 84 simulation studies, 
the majority of the simulations included benchtop52 and screen-based 
Virtual Reality.20 Among all 93 studies, 89 targeted technical skills, 3 
non-technical skills, and 1 medical knowledge. Specifically, 58 studies 
focused on laparoscopic and robotic skills, while 19 included four or 
more skills (such as laparoscopic and robotic skills, in addition to other 
skills). Regarding the participants, 29 included residents, 23 inex-
perienced/novices/beginners/intermediates/trainees (participant’s 
exact level is unclear due to author wording), 12 medical students, and 
19 a combination of residents and medical students (Table 4). 

4.3.2. AI systems 
Among the AI modalities, 19 used neural networks (NN), including 

artificial NN (ANN) and convolutional NN (CNN), 8 used support vector 
machines (SVM), 4 linear discriminant analysis (LDA), 4 nearest 
neighbor (NNe), and 36 used multiple techniques (e.g. one study using 
NNe, LDA, and naïve bayes (NB)) (Table 5). The majority of the studies 
used AI for assessment, including skill classification.56 Nine used it to 
develop and/or provide feedback, and 19 used it for multiple reasons (e. 
g. task recognition and task duration estimation, and skill classification 
and feedback) (Table 6). 

Regarding performance metrics, which are data captured to measure 
performance, the majority of studies used a combination of metrics, 
including rating scales (such as Objective Structured Assessment of 
Technical Skills (OSATS) or modified-OSATS, and Global Evaluative 
Assessment of Robotic Skills (GEARS)), as well as automated computer 
measurements, motion metrics, kinematic metrics, physiological met-
rics, and ocular metrics (e.g. eye gaze, blink rate, fixation rate, pupil 
metric, vergence). Additionally, 19 studies used automated computer 
measurements alone (metrics collected automatically by the simulator, 
and providing both individual and cumulative score; e.g. time, position 
and angles of instruments, forces applied on specific structures, volume 
of any removed tissue etc.), and 16 used motion metrics alone (data 
collected using external hardware such as devices; e.g. total distance 
moved, number of movements, total time, and average velocity). Also, 
among the studies using rating scales,32 23 used experts as raters and 3 
used both experts and crowd-sourced workers. More information can be 
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found in Table 7. 

4.3.3. Simulation training 
Seventeen studies conducted simulation training, whereby only 6 of 

the 17 studies implemented AI-enhanced simulations as a part of the 
training (other studies gathered participant data for further analysis 
using AI techniques for purposes such as assessment, skill classification, 
and learning curve prediction). Out of the 6, 3 were randomized trials, 
and 3 were group comparisons. The structure of the training sessions 
varied extensively between the studies. However, all of them had a 
group that completed the training with an AI-enhanced system, and at 
least one other group that completed it without AI or with a different AI 
system. Of the 3 randomized trials, all showed that AI-enhanced simu-
lation training is effective in teaching surgical skills. 

4.4. Objectives on educational theories, expectations for AI, and training 
to use AI technologies 

Most of the studies did not provide information regarding the three 
objectives focusing on educational theories or frameworks, students’ 
expectations from AI, and training to use AI-enhanced technologies. 

Regarding educational theories, one study briefly mentioned deliberate 
practice (trainees have repetitive practice based on specific learning 
objectives and close monitoring with continuous assessment and feed-
back100), transfer of learning (transfer learning from simulation to 
clinical setting100), and constructivism theory (trainees use their prior 
knowledge and experiences to build on100) in their introduction. How 
these concepts guided the development of their AI-enhanced educa-
tional tools was not clear, however. Concerning students’ expectations 
for AI, one simulation training study assessed perceived quality of the 
AI-enhanced simulation training by asking students about their im-
pressions of the feedback generated from 2 AI-systems using a 5 point 
Likert scale. Questions included usefulness, clarity, accuracy, timeliness, 
and extent of feedback. Results showed that students rated feedback 
generated from both AI techniques as high. 

4.5. Objective on challenges and future roles 

Appendix B provides a definition of each theme and examples. For 
current challenges and limitations of developing/implementing AI- 
enhanced educational technologies specified by the authors, 5 themes 
emerged: 1) Study design, 2) Data, 3) Feedback, 4) Skills Investigated, 

Fig. 1. PRISMA-Scr diagram.  
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and 5) Simulator. Table 8 provides the details of each theme, sub-theme, 
and frequency counts. Overall, the theme ‘data’ was given the most 
elaboration by the authors, where 15 studies discussed having a limited 
sample size, and 7 discussed having unbalanced data (imbalance be-
tween skill levels) as limiting factors. Additionally, 13 studies discussed 
limitations in the metrics/features used, and 6 studies limitations in the 
AI techniques used. 

Regarding future directions of developing/implementing AI- 
enhanced educational technologies specified by authors, 12 themes 
emerged: 1) Study design, 2) Data, 3) Feedback, 4) Simulation training, 
5) Skills to be targeted, 6) Simulators representing clinical setting, 7) 
Role of other factors (e.g. emotions, motivations), 8) Legal/ethical 
considerations, 9) Implementation in other settings (e.g. clinical, simu-
lation), 10) Decision-making for trainee readiness for operating room, 
11) Classifying levels based on post-graduate year (PGY) level, case 
volume, and 11) Testing ergonomics and comfort of new tools. Table 9 
provides the details of each theme, sub-theme, and frequency counts. 
Overall, the themes ‘data’ and ‘feedback’ were given the most elabora-
tion by the authors. For data, 40 studies mentioned improving and/or 
testing other metrics, and 23 studies mentioned the same for AI tech-
niques. Moreover, for feedback, 36 studies discussed the structure of 
feedback, with 26 discussing improving the feedback content and 
quality, and 9 discussing how to provide the feedback (e.g. verbal, vi-
sual, haptic). Additionally, 16 studies mentioned the need for further 
experimental studies and 14 mentioned the need for larger sample size 
in each study, with an increase in the number of skills (and complex 
skills) targeted. 

4.6. Study quality 

The mean MERSQI score across all papers was 11.2 (1.36) out of 16.5 
(response rate item was not applicable for the published studies). Most 
studies lost points due to their study design and sampling, as they were 
often single-centre and single-group, and cross-sectional or pre/post-test 
studies. 

5. Discussion 

The results of our review reveal that over the past 5 years, there has 
been a major growth in the number of papers published within the field 
of AI in surgical education, suggesting that there is an increase in in-
terest amongst the surgical education community regarding the role of 
AI in enhancing training and assessment of surgical trainees. During and 
post-pandemic, AI-enhanced educational technologies could play an 
even greater role in automated training and assessment of trainees. 

The majority of the articles identified utilized AI for assessment or 
differentiating skill levels, using a variety of metrics such as instrument 
and hand motion, eye tracking, time/error, and rating scales. 

Table 1 
Paper characteristics (N = 93).  

Year of publication N 
2015–January 2021 74 
2010–2014 19 

1st author corresponding  
Yes 51 
No 22 
Not Specified 20 

Journal types  
Technical 44 
Medical/Surgical 41 
Education 8 

Country of 1st author  
USA 39 
Australia 8 
Canada 7 
France 7 
Greece 4 
Spain 3 
Germany 3 
Italy 3 
UK 3 
China 2 
Mexico 2 
Netherlands 2 
Singapore 1 
Colombia 1 
Hungary 1 
India 1 
Iran 1 
Pakistan 1 
Sweden 1 
Taiwan 1 
Turkey 1 
NS 1 

Funding  
Private (include societies, universities etc) 18 
Government 24 
Both 7 

Quality of published studies  
MERSQI scores (mean (Standard Deviation))* 11.2 (1.36) 

*MERSQI Medical Education Research Study Quality instrument. 

Table 2 
Study design* (N = 93).  

Study Design N 
Cross sectional 60 
Repeated measure 30 
Both (2 databases) 1 
Not Specified 2   

Primary use of data 75 
Secondary use of data 15 
Both 3   

Single group 86 
RCT 3 
Group comparison 3 
Survey 0 
Interview/focus group 0 
Not Specified 1   

Assessment only (no training) 76 
Intervention: Pre/post assessment ** 7 
Intervention: Post-assessment only** 5 
Intervention: Continuous assessment** 4 
Not Specified 1 

*- Cross sectional (trainees assessed at 1 time point only) OR Repeated 
measure (e.g., learning/skill is assessed multiple times). 
- Secondary use of data (data that was collected previously, outside of 
the study) OR Primary use of data (data collected as a part of the 
study). 
- Randomized Controlled Trial (RCT, trainees are randomly assigned to 
2 or more groups (1 group is usually the control group, whereby those 
participants do what they would normally do [most common control]) 
and experimental groups go through their assigned educational in-
terventions such as a particular workshop, simulation training, a lec-
ture etc) OR Group comparison (trainees are assigned to 2 or more 
groups (not randomized) to complete their assigned educational in-
terventions (can include a control group)) OR Single group (all of the 
trainees complete the same intervention) OR Survey (survey is 
distributed to individuals to gain knowledge about their experiences 
and opinions) OR Interview/focus group (interviews are done with 1 
or more people, or focus groups are done to gain a deeper under-
standing of people’s experiences). 
**If RCT, Group comparison, or Single group. 
- Pre/post assessment (trainees are assessed before and after an 
educational intervention) OR Post assessment only (trainees are only 
assessed after the intervention) OR Assessment itself was the only 
intervention (e.g. participants are assessed in a simulator) OR 
Assessment and training were done together (e.g. trainees were 
assessed continuously throughout the training (no pre/post or post 
only assessment). 
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Additionally, the majority of articles used multiple AI techniques to 
determine the one(s) that perform the best in addressing their specific 
purposes. This suggests that there is no single way to develop and 
implement AI-enhanced educational technologies, and that there are 
multiple factors authors should consider before designing their study 
and determining metrics and AI techniques to focus on. Some factors 
that could be taken into account include whether an AI system is used in 
a clinical versus a simulation setting, being used for simpler or more 
complex skills, or for assessment or feedback purposes. Additionally, the 
type of simulation used (e.g. benchtop, virtual simulation, cadaver) and 
resources available for collecting and labeling performance data could 
be important to consider as well. Also, each AI technique has its own 
benefits and limitations, and this was discussed by authors as a 
consideration when deciding which techniques to investigate for the 
defined problem/task. 

The majority of the studies was conducted in a simulation setting, 
likely because researchers can control various factors that might affect 
the performance of the AI systems (e.g. lighting conditions, standardi-
zation of the tasks being performed, and availability of fixed cameras 
and equipment for recording data).75 On the other hand, in the clinical 
setting, each case is unique, the operative field is not standardized, and it 
is more difficult to capture data (e.g. the camera is not fixed and there 
are sterilization and distancing requirements limiting data capture). 
However, as a future direction, some authors mentioned that research 
should investigate the role of AI for training and assessment in the 
clinical setting. Currently, assessments in the clinical setting are done 
using forms, where attending surgeons are usually the raters. However, 
this approach has some limitations when it comes to the need of sur-
geons to take time off from their busy schedules to complete assessments 
for each resident multiple times. Therefore, trainee progress can be 

Table 3 
Setting and Targeted skills (N = 93).  

Setting N 
Simulation 84 
Operating Room 5 
Both 3 
Elsewhere (classroom) 1 

Type of Simulation  
Benchtop 52 
Screen-based VR 20 
Screen-based VS 4 
Multiple 4 
Cadaver 2 
Other (hand washing) 1 
Immersive VR 0 
Not Specified 4 

Type of Skill  
Technical 89 
Non-technical 3 
Medical knowledge 1 

Tasks being assessed*  
Laparoscopy 33 

Laparoscopic placing/grasping/transferring of objects (include peg 
transfer) 

15 

Laparoscopic needle passing/suturing/knot tying 10 
Laparoscopic Pattern cutting 5 
Laparoscopic coordinated pulling 1 
Laparoscopic hand-eye coordination 1 
Laparoscopic matching object orientation/location 1** 

Robotics 25 
Robotic needle passing/suturing/knot tying 16 
Robotic placing/transferring of objects (include peg transfer) 4*** 
Robotic ring and rail (endowrist manipulation) 3 
Robotic Urethrovesical Anastomosis 1 
Robotic Lymph Node Dissection 1 

Other skills 36 
Open needle passing/suturing/knot tying 11 
Complete/Cortical mastoidectomy 7 
Posterior tympanotomy 3 
Subpial brain tumor resection 2 
Neurosurgery placing/grasping/transferring of objects (include peg 
transfer) 

1 

Cochleostomy 1 
Endoscopic trans-nasal sinus surgery 1 
Closure step of lumbar disk herniation surgery 1 
Ligature 1 
Minimally invasive prostate cryo- surgery 1 
Femoral bone drilling 1 
Benign tumor resection from tibia 1 
Tracheoesophageal fistula repair (minimally invasive pediatrics) 1 
Tissue dissection in nasal septoplasty 1 
Removal of L3 lamina (Left L3 hemilaminectomy) 1 
Hand washing 1 
In-plane and out-of-plane needle insertions 1 

Multiple (4 or more tasks) **** 19 
Not Specified 2 

*Some studies assessed more than 1, so won’t add up to 93. 
**“localized sphere: the goal is to match the center of the sphere with the center 
of the image camera and the sphere arrow pointing up”. 
***1 study used both Peg Board and Pick & Place tasks. 
****Open and laparoscopic procedures; Sensorimotor, Subclavian central line 
placement, Bowel repair, Urinary catheterization, and Laparoscopic ventral 
hernia tasks; 9 simple endoscopic endonasal tasks (touching 9 endonasal 
structures); Multiple catheterization tasks; Forward peg transfer, retroflexion 
peg transfer, snaring, clipping, puncturing, cannulation; Mitral valve repair 
techniques (annuloplasty, triangular leaflet resection, neo-chordae implanta-
tion); laparoscopic tasks of varying degrees of difficulty (simulation and 
Transperitoneal laparoscopic renal surgery (OR); Robotic suturing, knot tying, 
needle passing, and peg transfer tasks; Robotic Camera Targeting, Peg Board, 
Ring and Rail, Sponge Suturing, Dots and Needles, and Tubes; Robotics 
Manipulation, Suturing, Transection, and Dissection tasks; Laparoscopic Navi-
gation Instrument, Coordination, Grasping, Lifting and Grasping, and Cutting; 
Laparoscopic Pipe cleaner, Rubber band, Beads, and Circle’ Laparoscopic peg 
transfer, precision cutting, intracorporeal knot tying, ligating loop; Robotic 
motion training tasks; 6 scenarios of removing a series of virtual brain tumors; 
Robotics tasks focused on the skills camera control, EndoWrist instrument 

manipulation, clutching, needle control, and needle driving; Skin pad incision, 
Tissues dissection, Interrupted stitch, Running suture, Knot Tying exercise. 

Table 4 
Study participants (N = 93).  

Specialty N 
MIS (Laparoscopy) 28 
MIS (Robotics) 25 
Open Surgery (General skills) 10 
Ear nose throat 10 
Neurosurgery 4 
Orthopaedic/Neurosurgery 3 
MIS/Open Surgery (General skills) 3 
Orthopaedic Surgery 2 
MIS (Flexible Endoscopy) 1 
MIS/Open Surgery (Pediatric) 1 
Endovascular Surgery 1 
General Surgery 1 
Trauma Surgery 1 
Others (hand washing) 1 
Not Specified 2 

Population*  
Residents 29** 
Inexperienced/Novices/Beginner/Intermediate/Trainees 23 
Combination (medical student, resident) 19 
Medical students 12 
Trainees 6 
Non-experts 1 
Medical interns 1 
Non-surgeons 1 
Surgeons with broad range of skill 1 
Not Specified 3 

MIS Minimally Invasive Surgery. 
*Based on classifications by the authors; each category could include experts and 
other health professionals outside of the inclusion criteria of the review. 
**In study by Germain Forestier, 2018, they use multiple databases, and 1 
database includes resident, other includes novices/intermediates (counted 
separately). 
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tracked in real-time and automatically, and with AI, students can be 
provided with performance feedback and guidance in a more timely and 
sustainable way. 

Furthermore, most authors focused on laparoscopic and robotic 
surgeries. Since these types of procedures are minimally invasive, and 
surgeons perform the surgeries using a monitor, it is easy to record and 
store videos, making it feasible for the application of AI. Additionally, 
videos from these operations directly show the area of the operation, 
whereas in open procedures, the view of the performance might be 
partially or fully blocked with the surgeon’s head or body. Nonetheless, 
focusing on the OR, with minimally invasive procedures, the camera is 
still frequently moving, so even though it is easier to record, the camera 
is not fixed. Also, for open procedures, even though the camera is 

Table 5 
Specifics of the AI algorithms.  

AI Algorithm Number of studies, with specifics of the 
algorithms if available 

Neural Networks (NN) Total: 19 
6, Artificial NN 
1, Deep convolutional NN (CNN) with dense 
optical flow 
1, Deep CNN 
1, CNN 
1, CNN (YOLOv3 and Faster R- CNN) 
1, Clip- Based CNN and long-term dynamic 
model (LTDM) using Markov random fields 
(MRFs) 
1, Generative adversarial network (GAN) 
(cross-domain conditional GAN and baseline 
GAN) 
1, SATR-DL (CNN-Gated Recurrent Unit 
(GRU) network) 
1, Mask Region-based CNN and GAN 
1, 3D ConvNet 
1, Recurrent NN (simple RNNs, long short- 
term memory, gated recurrent units, and 
mixed history RNNs) 
1, Fully CNN 
1, ConvNet, Recursive NN 
1, radial basis function neural networks 
(RBF) and multilayer percepron neural 
networks (MPN) 

Support Vector Machine (SVM) 8 
Discriminant Analysis (DA) Total: 4 

1, linear DA (LDA), reduced and simple 
3, LDA 

Nearest Neighbor (NNe) 4 
Regression models Total: 3 

1, 2 models 
1, 6 models 
1 

Decision Trees (DT) (include 
random forest (RF) and boosted 
trees) 

2 

k-means, fuzzy c-means 2 
Hidden Markov Models (HMM) Total: 2 

1 
1, Relative and 2-class HMM 

Dynamic Time Warping (DTW) 1 
Naïve Bayes (NB) 1 
Fuzzy logic 1 
Intelligent Tutoring System 

(details not specified) 
1 

String-matching algorithm 1 
Optical flow algorithms 1 
Template-matching approach 1 
Hidden-state Conditional Random 

Fields (HCRF) 
1 

Multiple Total: 36 
1, Emerging patterns (EP) classifier, HMM, 
NB, DT 
1, RF, EP, feedback using rule-based 
methods (details not specified) 
1, NN, rule-based methods (NS) 
1, RF, NB, DT, RF-NNe 
1, NNe, LDA, NB 
1, MM, K-means clustering 
1, SVM, DTW 
1, Logistic regression and NN 
1, SVM, NNe 
1, Decision forest, NN, Boosted DT, DTW 
(using both regression and classification ML) 
1, SVM, Gaussian Mixture Multivariate 
Autoregressive Models (GMMAR) 
1, kNNe, Ascendant Hierarchical Clustering 
(AHC) using DTW 
1, LDA, nonlinear NN 
2, LDA, SVM, adaptive network-based fuzzy 
inference system (ANFIS) 
1, ANN, RF, K-Star  

Table 5 (continued ) 

AI Algorithm Number of studies, with specifics of the 
algorithms if available 

2, Linear Dynamical Systems (LDS), HMM, 
SAX-VSM algorithm based classification 
(Symbolic Aggregate approXimation (SAX), 
Vector Space Model (VSM)) 
1, support vector regression, elastic net 
regression, regression trees, K nearest 
neighbors, RF (using both regression and 
classification ML) 
1, k-means clustering, SVM, markov chains 
1, HMM, RF, Bayesian approach 
1, SVM, LDS, GMMAR 
1, K-Nearest Neighbors, Parzen Window, 
SVM, Fuzzy K-NNe 
1, RF, nearest neighbor 
1, K-NNe, NB, DA, SVM 
1, HMM, fuzzy logic 
1, ZeroR and J48 ML algorithms, DT 
1, SVM, deep Convolutional neural 
network–Long Short-term Memory (CNN- 
LSTM) neural network 
1, NNe, SVR 
1, SVM, fuzzy C-means clustering 
1, HMM, DTW 
1, logistic regression, NB, SVM 
1, NB, SVM 
1, SVM, HMM 
1, SVM, K-NNe, LDA, NB, DT 
1, DT, fuzzy rule-based assessment, zero- 
rule regression, linear regression, SVM 
regression, NNe regression, random 
regression forest 

Not Specified/Unclear 5  

Table 6 
Purpose of using Artificial Intelligence (N = 93).  

AI used for N 
Assessment (including skill classification) 56 
Feedback 9 
Multiple* 19 
Others** 9 

*Skill classification, Outline weights of metrics; Task recognition, Task 
duration estimation; Skill classification, Task recognition; Maneuver and 
Gesture recognition; Skill classification, Feedback; Gesture recognition, 
Skill classification; Metric selection, Skill classification; Skill classifica-
tion, Development of parameters; Stage prediction, Feedback; Trajectory 
segmentation, Skill classification; Skill classification, Phase recognition; 
Pattern recognition, Skill classification; Gesture and Skill classification; 
Skill classification, Performance measure identification; Simulation 
development, Student perception; Skill classification, Development of 
new measure. 
**Improvement classification, Generation of Stereopairs, Instructive 
video retrieval, Learning curve prediction, Needle recognition, Score 
prediction, Trust classification, Video alignment, Workload 
classification. 
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somewhat fixed, the exact location is often adjusted multiple times by 
the surgical team to optimize lighting, and the lighting constantly 
changes. Therefore, overall, within clinical setting (minimally invasive 
or open), there are limitations that the simulation setting does not have, 
making simulation settings easier to capture data and apply AI 
techniques. 

Moreover, it is important to note that in many papers, the partici-
pants were not clearly defined. Especially in papers published in tech-
nical journals, the authors used words such as “novice”, “intermediate”, 

and “trainee” without specifying the level of the trainees (medical stu-
dents, residents, and year of medical school or residency), which made 
the full-text screening process difficult during our review, as the re-
viewers were unsure whether to include or exclude an article, based on 
the participants. 

Our review had 5 objectives. However, the 3 objectives related to 
theory or framework used to guide the development and usage of AI, 
trainee emotions and perceived usefulness of AI, and training trainees to 
use AI-enhanced educational technologies were only briefly addressed 
by 2 out of 93 studies. Theory is important in designing a research 
question, selecting and interpreting data, and understanding what we 
observe as relationships between concepts.101 However, there was only 
one study that briefly mentioned constructivism theory and other con-
cepts, without specifying how these guided the development of their 
AI-enhanced educational technology. This could be due to the fact that 
even though authors might have based their technologies on various 
educational theories and frameworks (e.g. deliberate practice and 
expertise, social learning theory, constructivism etc), due to the word 
limit and nature of journals within the domain, there might not have 
been space to provide this type of information. Nonetheless, even with 
these limitations, researchers could still either briefly discuss the usage 
of specific theories, or at least cite the theories in their introduction or 
methods. Moreover, only one simulation training study assessed 
trainees’ perceived quality of the AI-enhanced simulation training. 
Many studies collected performance data, and applied AI techniques 
later, so trainees were not exposed to AI-enhanced training and assess-
ment technologies, which could explain this finding. Nonetheless, when 
new technologies are being developed and implemented, there is a need 
for buy-in from all stakeholders, including trainees, educators, hospi-
tal/faculty leadership etc. Therefore, evidence is required to demon-
strate that these technologies are effective and efficient at assessing and 
improving skill level, which requires a rigorous research phase where 
high quality evidence is collected. Hence, how theory is used to guide 
the development of these technologies as educational tools, and con-
structs related to how trainees perceive these educational tools are 
essential to help determine the best way to implement these technolo-
gies in the training programs. 

Additionally, perceptions of trainees regarding AI enhanced educa-
tion could also be impacted by their knowledge of AI. When searching 
the literature, we identified a study by researchers at the University of 

Table 7 
Metrics and raters (N = 93).  

Metrics N 
Automated computer measurements* 19 
Motion 16 
Surgical gestures 4 
Kinematic 3 
Rating scales** 2 
End-product assessment 2 
Force 1 
Multiple*** 38 
Others**** 4 
Not Specified 4 

Raters***** N ¼ 32 
Experts (fellows and surgeons) 23 
Experts and crowd-workers 3 
Crowd-workers 1 
Rater experienced in using the tool 1 
Experts and non-experts 1 
Not specified 3 

*These are metrics collected automatically by the simulator, and 
providing both individual and cumulative score; e.g. time, position and 
angles of instruments, forces applied on specific structures, volume of any 
removed tissue etc. 
**Video commentary assessment tool, Welling Scale. 
***Automated computer measurements, kinematics, motion, rating scales 
(Objective Structured Assessment of Technical Skills (OSATS) or 
modified-OSATS, Global Evaluative Assessment of Robotic Skills (GEARS) 
and others), time/error, heart rate, electromyography, galvanic skin 
response, electroencephalogram (EEG), cortical hemodynamic data, sty-
listic behaviours, eye metrics, written feedback, number of trials. 
****Task phases; Surgical process; Surgical steps; Written exam scores. 
*****For studies using rating scales (alone or in combination). 

Table 8 
Frequency counts of themes and sub-themes related to current challenges of developing/implementing AI-enhanced educational technologies, specified by authors.     

Sufficient/ 
Appropriate 

Limited/ 
Inappropriate 

1 Study design 1.0 Number of institutions  1 1 
1.1 Interinstitutional similarities  1 0 
1.2 Timing of studies  0 1 
1.3 Participants 1.3.1 Skill level diversity 0 4 

2 Data 2.0 Sample size  0 15 
2.1 Types of data 2.1.1 Metrics/features used 11 13  

2.1.2 ‘Ground truth’ measures for sample labeling/video annotation 3 7 
2.2 Balance of data  0 7 
2.3 Capturing data 2.4.1 Equipment requirements 3 5  

2.4.2 Feasibility of receiving data from raters (e.g. crowd-workers, 
expert, peer etc) 

1 2  

2.4.3 Number of raters 0 1 
2.4 Analysis of data 2.5.1 AI algorithms used 21 7  

2.5.2 Equipment 0 1  
2.5.3 Transparency of analysis 2 1  
2.5.4 Time efficiency and accuracy 2 4  
2.5.5 Using public datasets 0 2 

2.5 Access to data  0 1 
3 Feedback 3.0 Providing real-time/instant 

feedback 
3.0.1 Skill gain 1 1 

3.1 Content of feedback  3 3 
4 Skills 

investigated 
4.0 Complexity of skills  0 2 
4.1 Number of skills/tasks  0 5 

5 Simulator 5.0 Representing clinical setting  0 8  
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Toronto who surveyed medical students about their knowledge of AI, 
perceptions on the role of AI, and preferences surrounding how to 
integrate AI competencies in their curriculum.102 The researchers found 
that most students had a general understanding of AI, but would need 
their medical schools to adequately prepare them to use these tools as a 
part of their clinical practice. Their findings wasn’t specific to imple-
menting AI to be used for educational purposes; rather it was about 
usage of AI in the clinical setting, and teaching students fundamental 
knowledge and skills to use these technologies in the clinical setting. 
While this type of usage is not the focus of this review, we believe that if 
trainees have a fundamental knowledge of AI, and a practical under-
standing of how to use these technologies, we could assume that stu-
dents would know the limitations and benefits of AI-enhanced 
educational tools, and use/interpret their performance results 
accordingly. 

Also, based on our thematic analysis, for both challenges and future 
roles, a major theme identified was ‘data’, where authors discussed the 
limitations of having small sample sizes and unbalanced data, all 
potentially effecting the performance of the AI-enhanced technologies. 
Also, authors called for studies with larger sample size, balanced (e.g. 
similar numbers of expert and novice data) and high-quality data, and 
more experimental studies. This is especially important since the per-
formance of the AI-enhanced technologies are dependent on the quality 
of the data used for development: if the datasets used lack enough data, 
do not include diverse data, and do not have properly defined ground 
truth measures to compare the data to, the performance of the tech-
nology will suffer. Additionally, authors suggested improving or testing 
other metrics, including combinations of metrics, and other AI tech-
niques to address their purposes for developing or using AI-enhanced 
educational technologies. Specifically for future directions, many au-
thors mentioned the potential benefit of AI technologies providing 
feedback, with important considerations regarding the content and 
mechanisms of feedback for skill gain and retention. Ultimately, these 
results show that even though current data are promising, there is a need 
to go beyond small studies and explore metrics/techniques that are 

Table 9 
Frequency count of themes and sub-themes regarding AI-related future di-
rections specified by authors.     

Mentioned 
by authors 

1 Study design 1.0 Multiple 
institutions  

2 

1.1 Conducting 
further studies 

1.1.1 Group 
comparisons 
(including RCT) 

4  

1.1.2 Details not 
specified 

10 

1.2 Participants 1.2.1 Similar skill 
levels 

2  

1.2.2 Different 
levels of experience 

7 

1.3 Comparison 
to clinical 
outcomes and 
other measures  

10 

2 Data 2.0 Large sample 
size  

14 

2.1 Type of data 2.1.1 Improving/ 
Testing other or 
combination of 
metrics 

40  

2.1.2 Getting better 
ground-truth 
measures/ 
annotations 

5 

2.2 Balanced 
numbers of 
participants per 
groups  

3 

2.3 Techniques 
to generate 
synthetic data  

1 

2.4 Capturing 
data 

2.5.1 Using new 
technologies 

2  

2.5.2 Using crowd- 
workers 

2 

2.5 Analysis of 
data 

2.6.1 Improving/ 
Testing AI 
algorithms 

23  

2.6.2 Adaptability of 
analysis 

2  

2.6.3 Time 
efficiency/accuracy 
of analysis 

1 

3 Feedback 3.0 Real-time 
feedback  

6 

3.1 Structure of 
feedback 

3.1.1 Developing/ 
Improving feedback 
content and quality 
(e.g. metrics, 
benchmarks) 

26  

3.1.2 Mechanisms of 
feedback (e.g. 
verbal, visual, 
haptic) 

9  

Timing of feedback 1 
3.2 Outcome of 
feedback 

3.2.1 Improving 
skill gain 

5  

3.2.2 Improving 
skill retention 

3  

3.2.3 Detecting 
learning curve 

3  

3.2.4 Helping 
overcome skill 
decay 

2 

4 Simulation training 4.0 Longer 
training time  

1 

4.1 Implement in 
parallel to 
clinical exposure  

1 

5 Skills to be targeted  13  

Table 9 (continued )    

Mentioned 
by authors 

5.0 Higher 
number of skills/ 
tasks 
5.1 Higher 
complexity/ 
whole 
procedures  

8 

5.2 Anatomical 
variations  

4 

6 Simulators 
representing 
clinical setting   

4 

7 Role of other 
factors (e.g. 
emotions, 
motivations)   

4 

8 Legal/ethical 
considerations   

1 

9 Implementation in 
other settings (e.g. 
clinical, 
simulation)   

18 

10 Certification and 
recredentialing   

1 

11 Classifying levels 
based on PGY 
level, case volume   

1 

12 Testing 
ergonomics and 
comfort of new 
tools   

1  
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better able to capture expertise levels and develop high quality AI- 
enhanced systems to provide automated feedback and assessment. 

Even though quality assessments are not mandatory for scoping re-
views, we used MERSQI to report the quality of the included articles. In 
this tool, how much each item is weighed is based on a comprehensive 
process undertaken by the developers of the tool during the develop-
ment phase. For example, based on hierarchies of research designs, 
“single group cross-sectional or single group posttest only” provide a 
lower level of evidence of effectiveness and receive lower points 
compared to “nonrandomized, 2 group” or “randomized controlled 
trial”. Due to a similar reasoning, multicentre studies receive higher 
points compared to single centre studies. In terms of what it means to 
receive one score versus the other, we were unable to identify any 
established thresholds regarding high versus moderate versus low 
scores, but it means that if studies lost points (e.g. for the included 
studies here, mean was 11.2 out of 16.5), there are some areas within 
their research quality that could be improved, in order to provide higher 
levels of evidence. As specified in the results, most studies in our review 
lost points due to their study design and sampling. Therefore, as iden-
tified through the thematic analysis and reflected in the MERSQI scores, 
future studies within this field could focus on developing experiments 
considering the current limitations of published studies. 

Even though this scoping review allowed us to reach a broad range of 
empirical studies to address our five objectives, we found that there is a 
lack of consensus around a definition of AI, including in surgical edu-
cation, and in our opinion, the ones that were available did not have 
enough depth to be used in a surgical education context. Hence, it could 
be possible that not all of the AI in surgical education related articles 
were retrieved. Retrieving relevant articles is inherently tied to the 
terminology used by authors of published articles, and in biomedical 
databases, controlled vocabulary such as MeSH. To help address this 
gap, our recently developed brief and accessible definition of AI for 
surgical education was used by our multidisciplinary research team, 
including our librarian and experts, to develop the search strategy, 
maximizing the retrieval of relevant articles.4 A part of our definition is 
about AI systems making decisions in a manner similar to educators. 
While researchers continue to study the mechanisms of educator 
reasoning and how AI systems mimic, or not, those exact processes, it is 
important to note that our definition reflects similarities between edu-
cators and AI systems, in general, including reaching similar decisions, 
and going through decision-making processes that share common fea-
tures (e.g., using valid criteria for assessment—whether identified 
through supervised or discovered through unsupervised learning). 

6. Conclusions 

In conclusion, AI is relatively new in the surgical field and the ben-
efits, limitations, and applications of AI in surgical education are still not 
clear, as evident from our results. Given the novelty of using AI to 
facilitate surgical education, this scoping review provides a first step in 
providing the scientific and educational community with an overview of 
what has been done so far and what is needed. Our findings show that 
currently, the major focus of AI is on performance assessment or skill 
classification of trainees for technical skills within the simulation 
setting. Hence, future studies should focus on conducting experimental 
studies, exploring multiple metrics and AI techniques, using AI for 
feedback generation, and investigating applications in the operating 
room, and for non-technical skills. 
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